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We propose a method to calculate the equilibrium contact angle of heterogeneous 3-phase
solid/fluid/fluid systems using molecular dynamics simulations. The proposed method, which com-
bines the phantom-wall method [F. Leroy and F. Müller-Plathe, J. Chem. Phys. 133, 044110 (2010)]
and Bennett’s acceptance ratio approach [C. H. Bennett, J. Comput. Phys. 22, 245 (1976)], is able
to calculate the solid/fluid surface tension relative to the solid surface energy. The calculated relative
surface tensions can then be used in Young’s equation to estimate the equilibrium contact angle. A
fluid droplet is not needed for the proposed method, in contrast to the situation for direct simulations of
contact angles. In addition, while prior free-energy based methods for contact angles mainly focused
on the wetting of fluids in coexistence with their vapor on solid surfaces, the proposed approach was
designed to study the contact angles of fluid mixtures on solid surfaces above the fluid saturation
pressures. Using the proposed approach, the contact angles of binary Lennard-Jones fluid mixtures
on a non-polar solid substrate were calculated at various interaction parameters and the contact angle
of water in equilibrium with CO2 on a hydrophilic polar silica surface was obtained. For both non-
polar and polar systems, the calculated contact angles from the proposed method were in agreement
with those obtained from the geometry of a cylindrical droplet. The computational cost of the pro-
posed method was found to be comparable to that of simulations that use fluid droplets, but the
new method provides a way to calculate the contact angle directly from Young’s equation without
ambiguity. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4994088]

I. INTRODUCTION

Wettability is of great interest to various scientific and
industrial applications, such as surface chemistry, coating, or
oil recovery.1 Wettability describes the balance of interfacial
interactions for a solid/fluid system. From a thermodynamic
point of view, such balance can be expressed in Young’s
equation

cos θ =
γsf2 − γsf1

γf1,2

, (1)

where θ is the equilibrium (or Young’s) contact angle, γ are
interfacial (or surface) tensions, s refers to the solid phase,
and f 1 and f 2 refer to the two fluid phases. For a pure fluid
in equilibrium with its vapor, f 1 and f 2 refer to the liquid
and vapor phases, respectively. Although the fluid/fluid (or
vapor/liquid) surface tension can be measured with satisfac-
tory accuracy in experiments, the solid/fluid surface tension
cannot be measured directly; therefore, the wettability of a het-
erogeneous solid/fluid system is usually described by the con-
tact angle, which is the angle formed between the solid/fluid
(or solid/liquid) interface and the fluid/fluid (or vapor/liquid)
interface. A common approach to measure contact angles in
experiments is the sessile droplet method: a fluid droplet is
placed on a solid substrate with the droplet geometry captured

a)Author to whom correspondence should be addressed: azp@princeton.edu.

by a camera, and the contact angle can be obtained from the
geometry of the droplet.

Molecular dynamics (MD) and Monte Carlo (MC) sim-
ulations are useful tools for microscopic modeling of wet-
ting phenomena for solid/fluid systems. There have been
numerous studies reporting contact angles for a variety
of systems including Lennard-Jones (LJ),2–5 water/graphite
(graphene),6–9 water/CO2(or oil)/minerals,10–14 etc. In most
such studies, the calculation of the contact angle follows an
approach similar to that of experimental measurements: the
initial configuration is constructed by placing a fluid droplet
above a solid substrate, and after the system is equilibrated, the
contact angle is estimated from the shape of the fluid droplet.
Although the implementation of such a simulation is relatively
straightforward, there are several issues that require attention.
In an experiment, the fluid droplet has macroscopic dimen-
sions (typically mm and above), while the size of the fluid
droplet used in MD or MC simulations is on the order of nm.
It is well known that the contact angle of a spherical nano-scale
droplet is additionally affected by the curvature of the 3-phase
contact line and the vapor-liquid interface.15 To address this
problem, periodic cylindrical droplets, which have an infinite
radius for the 3-phase contact line, can be used in simula-
tions.16 However, Scocchi et al.17 found that the contact angle
of a cylindrical droplet on a hydrophobic surface is depen-
dent on the droplet radius. Therefore, in order to minimize the
system size effect in the contact angle calculation, cylindrical

0021-9606/2017/147(8)/084708/10/$30.00 147, 084708-1 Published by AIP Publishing.
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droplets with a large radius have to be used, which makes sim-
ulations computationally expensive. In addition, the contact
angle cannot be unambiguously estimated from the geometry
of a fluid droplet, as there is some subjectivity involved in iden-
tifying the precise location of the interface between the droplet
and its surrounding fluid and solid. Such ambiguity introduces
uncertainty to the estimation of contact angles, especially
for highly hydrophilic surfaces. When the contact angle is
small (<20°), estimation of contact angles from the geom-
etry of nano-droplets in simulations becomes increasingly
difficult.

These difficulties in contact angle calculations are rooted
in the use of actual droplets in simulations. It is therefore highly
desirable to develop methods to obtain surface free energies of
solid/fluid systems, from which contact angles can be obtained
directly from Young’s equation, without having a fluid droplet
explicitly present in a simulated system. Several algorithms
have been developed towards this goal. Gloor et al.18 proposed
the test-area method, which can be used to obtain the sur-
face tension for fluid/fluid interfaces as well as for solid/fluid
interfaces. This method was used to calculate the surface ten-
sions between an NaCl crystal, aqueous NaCl solution, and
air; the resulting surface tensions were in good agreement with
experimental data.19 Leroy and Müller-Plathe20,21 developed
a method to calculate the solid/fluid surface free energy rel-
ative to the solid surface energy. In this method, the actual
solid/fluid interface is reversibly transformed to a structure-
less repulsive wall (termed a “phantom wall”). The free-energy
change associated with the transition is obtained using ther-
modynamic integration. The phantom-wall method has been
applied to the wetting properties of a LJ system and water on
graphene.7 Later, Leroy and Müller-Plathe developed the dry-
surface method to determine the work of adhesion of solid/fluid
interfaces. The contact angle can be deduced from the work of
adhesion using the Young-Dupré equation.22 In the dry-surface
approach, the solid/fluid work of adhesion is calculated from
a thermodynamic integration process by reversibly turning
off the attractive part of the solid/fluid interaction. The dry-
surface approach was applied to calculate the work of adhesion
for water on non-polar gold surfaces, water on graphene sur-
faces,23 as well as water on polar MoS2 surfaces.24 In the dry-
surface approach, the surface tension between the liquid and a
repulsive wall was assumed to be equal to the vapor/liquid sur-
face tension; however, such assumption may not necessarily
be valid above the liquid saturation pressure.22 Errington and
co-workers25–28 developed the interface potential approach to
compute the contact angle of water on non-polar surfaces. The
interface potential approach uses Monte Carlo simulation in
the grand canonical ensemble to calculate the surface excess
free energy associated with the growth of a fluid film on a
surface, i.e., the work of adhesion. There are two variants of
interface potential: the spreading potential that grows a liquid
film near a solid surface, therefore suitable for a system hav-
ing strong solid/fluid interaction, and the drying potential that
grows a vapor film near a solid surface, suitable for a system
with weak solid/fluid interaction. In the grand canonical simu-
lations, the liquid is in equilibrium with its saturated vapor, and
the interface potential approach has not been extended to sys-
tems with two fluid components at high pressure. Recently,

Kanduc and Netz29,30 developed a thermodynamic integra-
tion method to calculate the surface free energy of water on
flat hydrophilic polar surfaces. It was found that the inter-
face potential exhibits a minimum when a finite number of
water vapor molecules are absorbed on the polar surface,
which indicates that a thin water film is thermodynamically
stable on a polar surface. Kanduc and Netz drew the important
conclusion that presence of such a thin fluid film lowers the
surface free energy, consequently increasing the contact angle
of a hydrophilic surface. This effect is most pronounced for
strongly hydrophilic surfaces near a wetting transition. Kan-
duc and Netz did not investigate mixed fluids at high pressures,
and it is not straightforward to apply their approach to estimate
film thickness for systems above the vapor-phase saturation
pressure.

In the present work, we focus on wetting phenomena of
binary fluid mixtures at pressures above the saturation vapor
pressure of each fluid component, instead of dealing with
a pure liquid in equilibrium with its vapor on a solid sur-
face. Wetting of multiphase systems is of particular interest
to geochemistry, oil recovery, and geological CO2 sequestra-
tion.31 Fluid flow in underground porous formations is sig-
nificantly affected by fluid/rock wettability. Here, we develop
a surface-free-energy based molecular dynamics algorithm,
which allows us to obtain the contact angle of fluid mixtures
on solids directly from Young’s equation, without resorting
to an explicit nano-scale fluid droplet. It is worth mention-
ing that the validity of Young’s equation at the nanoscale
remains an open question. In an early MD simulation, Sav-
ille32 studied surface tensions and contact angles for a system
consisting of a Lennard-Jones fluid and a continuum represen-
tation of a LJ solid. It was found that Young’s equation yielded
contact angles inconsistent with those obtained directly from
the density distribution of a microscopic droplet. However,
a few recent molecular dynamics and Monte Carlo simula-
tion studies33–35 have demonstrated the validity of Young’s
equation at the molecular level. The proposed algorithm com-
bines the phantom-wall method20 and Bennett’s acceptance
ratio method36 to estimate the solid/fluid surface tension rel-
ative to the solid/vacuum surface tension, hereafter referred
to as relative solid/fluid surface tension. We first apply the
proposed algorithm to calculate the contact angle of binary
LJ fluid mixtures on a non-polar LJ solid. In order to val-
idate the proposed method, we obtain the contact angle
for several LJ systems and compare the results with those
obtained from conventional droplet simulations. We also study
the contact angle of a water/CO2 mixture on a hydrophilic,
polar silica surface, a system relevant for CO2 geological
sequestration.37

The structure of this paper is as follows: in Sec. II, we
describe our method for the calculation of relative surface
tensions. In Sec. III, the details of simulations and molecu-
lar models are given. We compare calculated contact angles
using the proposed method with those from droplet sim-
ulations in Sec. IV. A comparison of computational cost
between simulations using the proposed method and those
using the fluid droplet is also given in Sec. IV. Finally,
the conclusions from the present work are summarized in
Sec. V.
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II. METHODS

The proposed method is used to calculate the contact angle
of two immiscible fluids (termed f 1 and f 2) on a solid substrate
(s). According to Eq. (1), the contact angle (θ) can be calcu-
lated once the surface tensions between the solid and the two
fluids (γsf1 and γsf2 ) and the surface tension between the two
fluids (γf1,2 ) are known. The methods to calculate the fluid/fluid
surface tension are well established, and this property is usu-
ally obtained through the anisotropy of the pressure tensor
elements (Pxx, Pyy, and Pzz) in MD simulations,38

γf1,2 =
1
2

Lz

(
Pzz − 0.5(Pxx + Pyy)

)
, (2)

where Lz is the length of the simulation box in the direction
perpendicular to the fluid/fluid interface. Unfortunately, the
solid/fluid surface tension generally cannot be obtained using
Eq. (2) due to the presence of internal stress in the solid phase.
Among several techniques that have been proposed to cal-
culate the solid/fluid surface tension,39–43 the cleaving-wall
method40 is probably the most widely used. However, this
method requires careful handling of boundary conditions, and
its implementation for solids with complex internal structure,
e.g., clay minerals, is not straightforward. In order to estimate
the equilibrium contact angle from Eq. (1), the difference of
surface tensions between the solid and two fluids, i.e., the rela-
tive surface tensions, is needed, rather than the absolute value
of the solid/fluid surface tension.

The phantom-wall method20 can be used to estimate the
relative solid/liquid surface tension. Details of the method
can be found in the original publications20,21 and are only
briefly described here. In this approach, the actual solid surface
is reversibly turned into a purely repulsive and structureless
“phantom wall” using thermodynamic integration. In a MD
simulation, the phantom wall is modeled as an atomic interac-
tion center, and it is connected to one of the central atoms in the
solid via a harmonic spring. The phantom wall interacts only
with fluid atoms through a repulsive [e.g., Weeks-Chandler-
Andersen (WCA)] potential along the direction normal to the
interface; there is no interaction between the phantom wall and
solid atoms. At the beginning of the thermodynamic integra-
tion calculation, the phantom wall is embedded in the solid
phase and it cannot interact with fluid atoms since the dis-
tance between it and the fluid molecules is beyond the cutoff
distance of the repulsive potential. The phantom wall is then
slowly pushed out of the solid by increasing the equilibrium
length of the harmonic spring. With the phantom wall mov-
ing away from the center of the solid, it starts interacting with
the fluid, and the fluid is “lifted” away from the solid surface
until the solid/fluid interaction decays to a negligible value.
Implementation of the phantom-wall method is illustrated in
Fig. 1. The free-energy difference (GAB) between the initial
(A) and final (B) states shown in Fig. 1, or equivalently, the
work required to lift the fluid away from the solid, can be cal-
culated by numerically integrating the spring force (f sp) over
the equilibrium spring length (Z0) along a reversible path,20

GAB =

∫ ZB

ZA

fspdZ0. (3)

FIG. 1. Schematic representation of the phantom-wall method. Phantom
walls are shown as blue dashed lines and connected to the center solid atoms
with harmonic springs (blue wavy lines), respectively. Two phantom walls are
used due to the periodic boundary conditions. The solid and liquid phases are
presented as the red and green atoms, respectively.

The free-energy difference (GAB) between the initial and final
states is related to the solid/fluid surface tension (γsf ) as

GAB/2A = γs + γwf − γsf + P∆V/2A, (4)

where A is the area of the solid/fluid interface, γwf is the
phantom wall/fluid surface tension, γs is the solid/vacuum
surface tension (or the solid surface energy). Simulations are
performed in the NPzT ensemble with the solid/fluid inter-
face parallel to the xy plane, and ∆V is the system volume
change during the thermodynamic integration. The phantom-
wall method gives the relative solid/fluid surface tension (γ′sf
= γs − γsf ), provided the phantom wall/fluid surface tension
(γwf ) can be obtained.

Equation (4) for the solid (s) and two fluid phases (f 1 and
f 2) can be written as

γ′sf1
= (GAB,sf1 − P∆V1)/2A = γs + γwf 1 − γsf1 , (5)

γ′sf2
= (GAB,sf2 − P∆V2)/2A = γs + γwf 2 − γsf2 , (6)

and with Young’s equation [Eq. (1)], the equilibrium contact
angle (θ) is calculated as

cos θ =
(γ′sf1

− γ′sf2
) − (γwf 1 − γwf 2)

γf 12
. (7)

The fluid/fluid (γf 12) and phantom wall/fluid (γwf 1 and γwf 2)
surface tensions can then be calculated using Eq. (2) without
the presence of the solid phase. In practice, we performed five
sets of independent simulations to estimate each quantity in
Eq. (7): two sets of simulations were conducted to calculate γ′sf1
and γ′sf2

using the phantom wall as well as the acceptance ratio
method (described below); another three sets of simulations
were conducted to obtain the fluid/fluid and phantom wall/fluid
surface tensions using Eq. (2).

In order to calculate reliably the free-energy difference
between the initial (A) and final (B) states, it is essential that
the thermodynamic integration is performed along a reversible
path. However, such a path may be inaccessible for systems
with strong solid/fluid attractions. Fluid atoms may form a
film (layering) on a highly hydrophilic solid substrate; when
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the phantom wall moves close to the solid/fluid interface, the
repulsive phantom wall/fluid potential strongly perturbs the
fluid layer at the interface, which may induce an abrupt change
of structure (possibly a phase transition) for the fluid and
make the integration path non-reversible. It was reported that
the phantom wall method becomes less stable with a strong
solid/fluid interaction.22 In order to overcome this problem,
we incorporated Bennett’s acceptance ratio (BAR) method36

into the calculation of relative solid/fluid surface tensions. In
particular, we introduced a scaling parameter λ to adjust the
interaction between the fluid and solid,

Usf (λ) =
Ns∑

is=1

Nf∑
if=1

uis,if (r, λ), (8)

where the parameter λ ranges from 1.0 to λ0, with λ = 1.0
corresponding to the actual solid/fluid interaction of inter-
est. λ0 is an arbitrary value that makes the fluid only weakly
attracting the solid. Fluid/fluid and solid/solid interactions are
not affected by λ, so the free-energy difference between two
neighbouring intermediate states (λk and λk+1) corresponds to
the change of surface free energy and can be estimated from
Eqs. (9) and (10),36

nk

nk+1
=

〈
f
(
βUsf (λk) − βUsf (λk+1) + Ck

)〉
k+1〈

f
(
βUsf (λi+1) − βUsf (λk) − Ck

)〉
k

, (9)

where nk is the number of statistical independent samples at
the state k and f (x) = 1/(1 + ex). The free-energy difference
between the solid/fluid interface of interest and the interface
with weak solid/fluid interaction is calculated by summing the
free-energy differences at all intermediate states,

GBAR =

k=m(λ=λ0)∑
k=1(λ=1.0)

1
β

(Ck + ln
nk

nk+1
). (10)

With the BAR method, we effectively turn the actual solid/fluid
interface (λ = 1.0) to a hydrophobic interface with reduced
solid/fluid attraction (λ = λ0). For the interface with weak
solid/fluid attractions, the relative solid/fluid surface tension
can be obtained using the phantom wall method [Eq. (3)] with-
out experiencing a discontinuous structure change for the fluid
near the interface. The relative solid/fluid surface tensions (γ′sf )
in Eqs. (5) and (6) are the sum of surface free energies (per
unit area) obtained with the phantom-wall [Eq. (3)] and BAR
[Eq. (10)] methods.

III. MOLECULAR MODELS AND SIMULATION DETAILS

We studied the contact angle of heterogeneous LJ
solid/fluid(1)/fluid(2) systems. For the non-polar LJ systems,
the interaction between two particles, (i) and (j), is given as

u(rij) = 4ε ij
[
(
σij

rij
)12 − (

σij

rij
)6] , (11)

where the energy (ε) and size (σ) parameters for solid atoms
were 32 and 1.2 (in LJ reduced units), respectively. The use
of a large energy parameter for the solid atoms ensured the
stability of the solid crystal structure. The size parameters of
fluid 1 (σf 1) and 2 (σf 2) were both set to 1.0, and the size

parameters for cross interaction between the solid and fluids
(σsf1 and σsf2 ) were set to 1.1. The energy (ε f 1,2) and size
(σf 1,2) parameters for the LJ potential between two fluids are
0.1 and 1.2, respectively. We explored a wide range of energy
parameters for solid/fluid (ε sf1 and ε sf2 ) interactions, and these
parameters are given in Table I. The cutoff distance for the LJ
potential was 3.75 and the LJ potential was switched to zero
at 4.0. Two phantom walls were used in simulations due to
the periodic boundary conditions. The phantom walls inter-
acted with fluids through a purely repulsive WCA potential
with both its energy and size parameters set to 1.0, and the
phantom walls were connected to the central solid atoms by
a harmonic spring with force constant set to 1000. The sim-
ulations for both the BAR and phantom-wall methods were
conducted in the NPzT ensemble with periodic boundaries in
all dimensions. A well-equilibrated solid substrate was put in
contact with the fluid, forming a flat interface parallel to the
xy plane. The solid substrate had a face-centred-cubic struc-
ture (100), and the base system contained 1600 solid and 2000
fluid atoms. We also simulated a system that had 6400 solid
and 8000 fluid atoms, and the free energies obtained agreed
with those from the base system. Simulations were carried out
at T* = 0.9 and P∗z = 0.1 and 0.5. The temperature was con-
trolled using the Langevin thermostat44 with a time constant
of 1.0, and the pressure was controlled using the Parrinello-
Rahman barostat45 with a time constant of 2.0. For simulations
using both the phantom wall and acceptance ratio methods, the
system was equilibrated for 1 × 106 MD steps, followed by
a production period of 4 × 106 steps. The time step was set
to 0.002.

We turned the solid/fluid interface of interest to an inter-
face where the solid only weakly attracts the fluid using the
BAR method. In order to achieve this, the energy parameter
(εk,sf ) of solid/fluid LJ interaction was multiplied by λ at each
state (k). At the final state, we chose λ that makes εk,sf equal
to 0.1, which is small enough to make the solid/fluid attrac-
tion weak. With εend,sf = 0.1, the phantom-wall method was

TABLE I. Contact angles of a LJ fluid on a non-polar LJ solid substrate with
different interaction parameters at T* = 0.9.

P∗z = 0.1, εf 1 = 1.1, εf 2 = 0.2

εs,f 1 0.8 0.8 0.5
εs,f 2 0.1 0.4 0.1
θ (PW + BAR) 62(1) 71(1) 114(1)
θ (droplet) 62(1) 70(1) 113(1)

P∗z = 0.1, εf 1 = 1.1, εf 2 = 0.9

εs,f 1 0.5 0.8 0.9 0.9
εs,f 2 0.2 0.2 0.2 0.1
θ (PW + BAR) 85(1) 53(1) 34(4) 26(4)
θ (droplet) 87(1) 52(1) 38(3) 33(3)

P∗z = 0.5, εf 1 = 1.1, εf 2 = 0.2

εs,f 1 0.9 0.9 0.9 0.9
εs,f 2 0.1 0.3 0.5 0.6
θ (PW + BAR) 42(3) 60(1) 77(1) 84(1)
θ (droplet) 45(4) 62(2) 74(1) 86(1)
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used to calculate the relative solid/fluid surface tensions (γ′sf1
and γ′sf2

), which were combined with the surface free energy
obtained using the BAR method to estimate the contact angle
using Eqs. (5)–(7).

For the calculation of phantom wall/fluid surface tensions
(γwf 1 and γwf 2), one phantom-wall atom and 2000 fluid atoms
were placed in a rectangular box (Lx = Ly = 10, Lx < Lz),
forming an interface parallel to the xy plane, and the system was
equilibrated for 5× 106 steps, followed by a production period
of 15 × 106 steps in the NPzT ensemble. The pressure tensor
elements obtained in the simulations were used in Eq. (2) to
calculate the surface tension. The surface tension between two
fluids (γf1,2 ) was obtained in a similar manner: 1000 atoms of
fluid 1 and 1000 atoms of fluid 2 were placed in a rectangular
box and the pressure tensor elements were averaged over a 15
× 106 steps production run after the system was equilibrated
for 5 × 106 steps.

In order to validate the proposed method for contact angle
calculation, we also performed MD simulations to estimate
contact angles from the geometry of cylindrical fluid droplets
on the solid substrate. The cylindrical droplet, which was peri-
odic in the y dimension, was made from the fluid (fluid 1) that
has a stronger interaction with the solid. The fluid droplet con-
tained 5000 atoms and the surrounding fluid (fluid 2) contained
20 000 atoms. The solid substrate was made of 4200 atoms with
its x dimension (Lx = 65.01) larger than its y dimension (Ly

= 18.57). The simulations were conducted in the NPzT ensem-
ble, and the Langevin thermostat44 and Parrinello-Rahman
barostat45 were used to regulate the system temperature and
pressure (Pz). The system was equilibrated for 5 × 106 steps,
followed by a production period of 3× 106 steps, and snapshots
were output every 50 000 steps for the analysis of the contact
angle. The geometry of the droplet was determined from the
interface between the droplet and its surrounding fluid, and the
interface was defined as the position where the mole fraction
of fluid 1 (fluid in droplet) is equal to 0.5, and the contact angle
was calculated as

θ = arcsin(
2hb

h2 + b2
), (12)

where h and b are the height and base radius of the fluid
droplet, respectively. A figure showing the mole fraction dis-
tribution map used for contact angle estimation is given in
the supplementary material. In order to make sure the con-
tact angle obtained from the geometry of the droplet was
not strongly affected by the droplet radius, we also con-
ducted a MD simulation with a droplet made from 7000
fluid 1 atoms (in equilibrium with 20 000 fluid 2 atoms on
a solid substrate made of 7800 atoms), and the contact angles
obtained from the larger system agreed with that obtained
from a droplet of 5000 atoms, which indicated that a droplet
of 5000 atoms was large enough to make system size effects
negligible.

For the polar water/CO2/silica system, the INTERFACE
force field46 was used to represent the silica Q2 surface, which
had a surface silanol density of 9.4 nm�2. Since our goal here is
to demonstrate the methodology for contact angle calculation,
we chose to use the simple SPC/E water47 and the semiflex-
ible EPM2 CO2

48 force fields rather than more accurate, but

computationally slower, molecular models that are now avail-
able.49,50 The INTERFACE, SPC/E, and EPM2 models use
Lennard-Jones potential and point charges to represent the
intermolecular interactions,

Uij(rij) =
1

4πε0

qiqj

rij
+ 4ε ij

[
(
σij

rij
)12 − (

σij

rij
)6] . (13)

The detailed force field parameters can be found in the sup-
plementary material. The cross interactions for LJ potential
between water, CO2, and silica atoms follow the Lorentz-
Berthelot combining rule.

The silica Q2 surface strongly interacts with water by
forming hydrogen bonds, and the phantom wall may induce a
structure change (or phase transition) for water near the silica
surface, similar to the LJ system with strong solid/fluid attrac-
tions. It is therefore necessary to reversibly turn the hydrophilic
silica Q2 surface to a hydrophobic one using the BAR method.
In the simulations for BAR calculations, we introduced the
scaling parameter λ into the combining rule for the cross inter-
action between water (oxygen atoms of water) and oxygen
atoms of the silanol group,

σOw,Os = λ
(σOw + σOs

2

)
, (14)

where λ = [1.0, 1.001, 1.005, 1.01, 1.02, . . . , 1.1, 1.12, . . . ,
1.2] with λ = 1.0 corresponding to the actual silica/water inter-
face of interest. The free-energy difference between states with
λ = 1.0 and λ = 1.2 was obtained using the BAR method,
and the phantom-wall method was used to calculate the rel-
ative surface tension for the silica/water interface with weak
interaction (at λ = 1.2). For the phantom-wall method, the aver-
aged spring forces (fsp) were obtained at 19 different values
of spring equilibrium length to perform numerical integration
according to Eq. (3). The equilibrium spring length was varied
from 7 Å to 24 Å for the silica/water system and from 7 Å
to 18 Å for the silica/CO2 system. The choice of equilibrium
spring length for the thermodynamic integration can be found
in the supplementary material. For the silica/CO2 interface, the
phantom-wall method can be applied without preceding it by
the BAR method since the silica/CO2 interaction is relatively
weak.

For the water/CO2/silica system, the simulations were per-
formed at 318 K and 145 bars, similar to a prior study by
Chen et al.14 For the phantom wall and BAR calculations,
the simulations were performed in the NPzT ensemble using
the Langevin thermostat44 and Parrinello-Rahman barostat.45

The system was equilibrated for 0.5 ns followed by a produc-
tion period of 1.0 ns with a time step of 1.0 fs at each stage.
The cutoff distance for the LJ potential and real-space part of
electrostatic interactions was 1 nm, and the reciprocal part of
the electrostatic interactions was handled by the particle mesh
Ewald summation.51 The phantom walls interacted with water
and CO2 through a WCA potential with its energy and size
parameters set to 0.1 kcal/mol and 0.15 nm, respectively. The
force constant for the harmonic spring was 3000 kcal/mol/nm.
The shake algorithm53 was used to constrain the internal geom-
etry of water and the bond length of CO2 molecules. The
phantom wall/water, phantom wall/CO2, and water/CO2 sur-
face tensions were obtained from pressure tensor elements
using Eq. (2). For the calculation of phantom wall/water (or
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CO2) surface tensions, 2000 water (or CO2) molecules were
placed into a rectangular box (Lx = Ly = 2.8 nm) with 1 phan-
tom wall atom. The simulations were performed in the NPzT
ensemble using the Langevin thermostat44 (time constant 100)
and Parrinello-Rahman barostat with time constant 500.45 The
LJ and real-space electrostatic interactions were truncated at
1.35 nm, beyond which the interaction is negligible. The sys-
tem was equilibrated for 5 ns followed by a production run of
15 ns with a time step of 1 fs. Similarly, the water/CO2 sur-
face tension was calculated with 2000 water and 2000 CO2

molecules using pressure tensor elements in a rectangular
box.

In order to validate the proposed method for the polar
water/CO2/silica system, the contact angle of a cylindrical
water droplet in equilibrium with CO2 on the silica Q2 sur-
face was also obtained from its geometry in a MD simulation
(Fig. 2). In the direct simulation, the solid silica had a dimen-
sion of 20.8 nm × 3.39 nm × 1.88 nm. It contained 11 088
atoms, and it was first equilibrated at the target tempera-
ture and pressure. 2000 water molecules, which were initially
arranged into a cylindrical droplet above the solid substrate,
and 4000 CO2 molecules were used in the simulation. For
the silica solid, the bulk oxygen and silicon atoms were held
fixed during the simulation, while the silanol oxygen and
hydrogen atoms were able to move. The temperature of the
system was controlled with the Langevin thermostat,44 while
the pressure of the system was controlled by placing a pis-
ton, which was made from a layer of FCC structured atoms,
above the fluid phases. The piston atoms interacted with water
and CO2 through a purely repulsive WCA potential, and an
external force (=P×A) corresponding to the system pressure
was applied to drive the piston atoms towards the fluid. The
system was periodic only in x and y dimensions. The cutoff
distance for the LJ potential and real-space part of electro-
static interactions was 1.2 nm, and the reciprocal part of the
electrostatic interactions was handled by the particle mesh
Ewald summation51 modified by Yeh and Berkowitz to handle
the non-periodic condition in the z dimension.52 The system
was equilibrated for 6 ns followed by a production period of
3 ns. During the production period, the system configurations
were saved every 50 000 steps for the analysis of the contact
angle. The contact angle was calculated using Eq. (12), and
the droplet dimensions were estimated manually from plots
of water molecule mole fraction as did Tenney and Cygan in

FIG. 2. Snapshot from a MD simulation for the calculation of contact angles
using a cylindrical water droplet in equilibrium with CO2 on a silica Q2 sur-
face. The purple line at the top corresponds to the FCC piston atoms controlling
the system pressure.

their calculation of contact angles for the water/CO2/clay sys-
tem.13 All MD simulations were performed using LAMMPS54

with in-house modification to handle the phantom-wall
method. The statistical uncertainties were estimated from
the block averages by dividing the production period into
10 blocks.

IV. RESULTS AND DISCUSSION

The contact angles of binary LJ fluid mixtures on non-
polar LJ solids at various solid/fluid interaction parameters, as
well as the contact angle of water in CO2 on the silica Q2 sur-
face, were calculated. The obtained relative solid/fluid surface
tensions, phantom wall/fluid and fluid/fluid surface tensions
with their associated statistical uncertainties, and examples of
mole fraction distribution map are given in the supplementary
material.

A. Lennard-Jones systems

We chose to use the LJ solid/fluid system with ε sf = 0.9
and σsf = 1.1 to illustrate the necessity of combining the BAR
method with the phantom-wall method. Figure 3 shows the
spring force (f sp) and the length of the simulation box in the z
dimension (Lz) at different equilibrium lengths (Z0) of the har-
monic spring at T* = 0.9 and P∗z = 0.1. As described in Sec. II,
the phantom walls were embedded in the solid phase at the
beginning of the thermodynamic integration (Z0 < 2.5), and
they did not interact with fluid atoms, therefore no spring force
acted on them. While the phantom walls were pushed towards
the fluid by increasing the equilibrium length of the harmonic
spring, they started repelling the fluid, and the spring force
as well as the box length (Lz) increased. When the phantom
wall moved close to the solid/fluid interface (around Z0 = 3.8),
the phantom walls strongly disturbed the layers of fluid atoms
formed at the solid/fluid interface due to the strong solid/fluid
attraction (ε sf = 0.9). The strong repulsive interaction between
the phantom walls and fluid caused a dramatic change of
fluid structure near the solid/fluid interface, which can be

FIG. 3. Spring force (f sp, black symbols) and simulation box length (Lz , blue
symbols) at different spring equilibrium lengths (Z0) for the Lennard-Jones
fluid/solid system at T* = 0.9 and P∗z = 0.1 with εsf = 0.9 and σsf = 1.1. The
dashed lines are a guide to the eye.
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observed by the dramatic increase of box size and the sharp
decrease of spring force. This sudden transition precluded us
from an accurate calculation of the surface free energy for the
system.

The BAR method can be used to overcome this issue. We
chose scaling parameters λ (ε sf ,k = λε sf ) equal to 1.0, 8/9,
7/9, . . . , 1/9, so the energy parameters (ε sf ,k) of the solid/fluid
LJ potential were 0.9, 0.8, . . . , 0.1 at each intermediate state
(k). We then followed Eqs. (9) and (10) to calculate the free-
energy difference between the state of interest (ε sf = 0.9), i.e.,
the actual fully interacting surface, and the weakly interact-
ing final state (ε sf ,end = 0.1). As shown in Fig. 4, the free-
energy difference between the state of interest and the final
state changes smoothly with λ, and the dramatic change of
box length was not observed, which indicates that the BAR
method can be used reliably to turn an interface with strong
solid/fluid interaction to an interface with weak interaction
without experiencing any significant transition of the fluid
structure.

For a system with a weak solid/fluid interaction (e.g.,
ε sf ,end = 0.1), the phantom-wall method can be used. As
shown in Fig. 5, the spring force (f sp) varies smoothly as
the phantom wall approached the solid/liquid interface and no
sharp increase of box length was observed. The surface free
energy was calculated by numerically integrating the spring
force (f sp) over the spring length (Z0) using the trapezoidal
rule.

The contact angles for LJ systems were obtained using the
proposed method at various interaction parameters, and these
results are given in Table I. As a reference for comparison,
the contact angles of a binary LJ fluid mixture on the LJ solid
were also estimated from the geometry of cylindrical droplets
in MD simulations, and these results are also shown in Table I.
The LJ systems studied are at pressures (P∗z ) much higher
than the saturation pressure of each fluid; fluid 1, which has a
stronger interaction with the solid than fluid 2, formed droplets
in direct MD simulations. As shown in Table I, the studied LJ

FIG. 4. Gibbs free energy (black symbols) of the state of interest (fully inter-
acting surface εsf = 0.9) and each intermediate state (εsf ,k = 0.2-0.8) relative
to an artificial weakly interacting final state (εsf ,end = 0.1) at T* = 0.9 and
P∗z = 0.1 for the LJ solid/fluid system. Blue symbols are the simulation box
lengths (Lz) at each state. The dashed lines are a guide to the eye.

FIG. 5. Spring force (f sp, black symbols) and simulation box length (Lz , blue
symbols) at different spring equilibrium lengths (Z0) for the LJ fluid/solid
system at T* = 0.9 and P∗z = 0.1 with εsf = 0.1 andσsf = 1.1. The dashed lines
are a guide to the eye.

systems have contact angles ranging from 26° to 114°. For
the wide range of wettability, the proposed free-energy based
method is in agreement with the direct simulation using fluid
droplets. However, it is noted that for highly hydrophilic sys-
tems (θ < 35°), although the contact angles obtained from
the proposed method and from direct MD simulations using
droplets agreed with each other within simulation uncertainty,
the free-energy based method yields slightly but consistently
lower contact angles compared with direct simulations. Such
a difference is arguably due to the presence of a film of
fluid (layering) at the solid/fluid interface when the solid/fluid
attraction is strong (e.g., ε s,f 1 = 0.9). From Young’s equation,
which we used in this work to estimate the contact angle,
the contact angle (θ) is related to the work of adhesion (Wa)
as

Wa = γsf2 − γsf1 + γf1,2 = γf1,2 (1 + cos θ). (15)

However, Fernandez-Toledano et al.35,55 recently found
that the work of adhesion (Wa) may exceed the value of γf1,2 (1+
cos θ) if strong fluid layering is induced by the solid, which
is consistent with the lower contact angle from the proposed
method.

B. Water/CO2/silica

The contact angle of water in equilibrium with CO2

on a silica Q2 surface was also studied using the proposed
method. The Q2 surface of silica, which has a silanol density
of 9.4 nm�2, is highly hydrophilic and the silanol group may
form hydrogen bonds with water. Similar to the LJ system with
strong solid/liquid interaction, the phantom-wall method alone
is not robust for the hydrophilic silica surface. It is necessary to
turn the hydrophilic silica Q2 surface into a hydrophobic one,
so the phantom-wall method can be applied to the hydropho-
bic surface to calculate the relative silica/water surface tension.
Since the system studied here is polar, the interaction between
silica and water is dominated by the electrostatics instead
of van der Waals (VdW) interactions. While multiplying the
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scaling parameter (λ) to the energy parameter (ε) of LJ poten-
tial reduces the silica/water vdW interactions, the electrostatic
interactions between silica and water are not largely affected.
Therefore, in the simulations using the BAR method, we fol-
lowed Eq. (14) and tuned the size parameter (σOw,Os) for
LJ potential between oxygen of water and oxygen of silanol
group, and as σOw,Os increased, both the LJ and electrostatic
interactions decreased, which reduced the hydrophilicity of
the silica surface. Similar to Figs. 4 and 5, we show the spring
forces used for thermodynamic integration at different equi-
librium spring lengths and the Gibbs free energy obtained with
the BAR method at each intermediate λ states, in Figs. 6 and
7. As shown in Figs. 6 and 7, the Gibbs free energy from
the BAR method (∆GBAR), as well as the spring force (f sp)
in the phantom-wall method, varies smoothly at each inter-
mediate states, which indicates that the surface free energy
can be obtained accurately for the silica/water system. It is
noted that silica only weakly interacts with CO2; therefore, the
phantom-wall method can be used without any sudden transi-
tion of spring force and box length for the silica/CO2 interface,
as shown in Fig. S3 of the supplementary material.

From the BAR and phantom-wall methods, the contact
angle of water in CO2 on the silica Q2 surface is 34° ± 5°
at 318 K and 145 bars, and it agrees with the contact angle
calculated from the geometry of a cylindrical droplet (38°
± 4°) within simulation uncertainty. The calculated contact
angle is similar to the result reported by Chen et al. (33°
± 4°), who calculated the contact angle from MD simulations
using a cylindrical water droplet. It is noted that the molecu-
lar models for water and CO2 used in this work differs from
those used by Chen et al.;14 however, it was found that the
INTERFACE silica model yields similar interfacial proper-
ties in conjunction with several different non-polarizable water
models.46

C. Comparison of simulation efficiency

We have shown that the proposed method yields con-
tact angles that are in agreement with those calculated using

FIG. 6. Gibbs free energy (black symbols) of the end state (λ = 1.2) and each
intermediate state relative to the state of interest (λ = 1.0) at T = 318 K and P
= 145 bars for the water/silica system. Blue symbols are the simulation box
lengths at each state. The dashed lines are a guide to the eye.

FIG. 7. Spring force (f sp) and simulation box length (Lz) at different spring
lengths (Z0) for the water/silica system at T = 318 K and P = 145 bars with λ
[in Eq. (14)] equal to 1.2. Blue symbols are the simulation box lengths. The
dashed lines are a guide to the eye.

fluid droplets in MD simulations. In this section, we com-
pare the efficiency of the simulations using the proposed BAR
+ phantom-wall methods and the simulations using cylindrical
fluid droplets. We limit the comparison to the water/CO2/silica
system since the LJ system does not have electrostatic inter-
actions that are present in most of the molecular models for
real fluids. The one simulation that used cylindrical droplets
to calculate the contact angle ran for 9 ns, and the cost was
around 4600 CPU hours on an Intel Sandbridge (16 core,
2.6 GHz) processor using LAMMPS. Since a water droplet
with a large radius was necessary to reduce system size effects,
it was expected that the simulation would be computationally
demanding although only one simulation was needed to obtain
the contact angle. Additionally, the use of piston atoms in the
MD simulation to regulate fluid phase pressure also increased
the CPU time. For the BAR + phantom wall method, in order to
calculate the relative solid/fluid surface tensions, a total of 50
simulations were performed and each simulation was 1.5 ns.
In addition, another 3 sets of MD simulations were necessary
to calculate the phantom wall/water, phantom wall/CO2, and
water/CO2 surface tensions. In total, these simulations cost
about 5000 CPU hours to complete on an Intel Sandbridge
processor using our code. While the proposed method does not
reduce the computational cost for contact angle calculations, it
provides a way to predict the equilibrium contact angle with-
out any ambiguity. Unlike the simulations of a fluid droplet,
the contact angle calculated using the proposed method is not
affected by the line tensions or by the Laplace pressure of the
droplet since there is no curved interface present in the simula-
tions. Moreover, the proposed method does not need to identify
the interface between the fluid droplet and its surrounding
fluid—it is generally difficult and subjective to identify such
an interface for highly hydrophilic systems. In addition, the
new method provides direct access to the surface free energy
(e.g., the work of adhesion), which is an essential property
for a solid/liquid system. While the droplet simulations can be
used to calculate contact angles, the contact angles by them-
selves may not provide all the information needed to describe
solid/liquid interfaces.
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V. CONCLUSIONS

In this work, we extended the phantom-wall method for
the calculation of relative solid/fluid surface tensions to the
calculation of contact angles of binary fluid mixtures on solid
surfaces for both non-polar and polar systems. Using Bennett’s
acceptance ratio method to transform a solid/fluid interface
with strong interactions to a surface with weak solid/fluid
attractions, we were able to apply the phantom-wall method
to obtain the relative solid/fluid surface tension without expe-
riencing a phase transition during thermodynamic integration.
The proposed method does not use any fluid droplet, and simu-
lations can be conducted with relatively small system size. We
applied the new method to a LJ solid/fluid system as well as
a polar water/CO2/silica system. In order to validate the new
method, we also estimated the contact angles directly from the
geometry of periodic cylindrical droplets in MD simulations.
The contact angles obtained from the proposed method were in
agreement with those obtained from simulations using cylin-
drical fluid droplets within simulation uncertainty for both the
non-polar LJ and polar water/CO2/silica systems. The com-
putational cost of the proposed method is only slightly higher
than a MD simulation that uses cylindrical fluid droplets for
the water/CO2/silica system. Although the computational cost
is not reduced with the new method, the surface free energies
can be calculated, and contact angles can be obtained without
ambiguity.

Our method is similar in spirit to the calculation of a
fluid/fluid surface tension from the pressure tensor anisotropy
in a microscopic molecular simulation, which corresponds to
the macroscopic fluid/fluid surface tension. Since no three-
phase contact is present in our free energy calculation, the
relative solid/fluid surface tension obtained from the pro-
posed algorithm corresponds to its macroscopic value. Young’s
equation is fully valid at the macroscopic level, so the pro-
posed algorithm provides a way to predict macroscopic contact
angles from molecular force field models regardless of the
validity of Young’s equation at the atomic scale. It is the
macroscopic contact angle that is measured in most experi-
ments and of most interest to many scientific and industrial
applications.

SUPPLEMENTARY MATERIAL

See supplementary material for relative surface tensions,
phantom wall/fluid and fluid/fluid surface tensions, examples
of mole fraction distribution maps for LJ and water/CO2/silica
systems, and spring forces at different equilibrium spring
lengths for the silica/CO2 system.
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